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Abstract 
 

This paper proposed a context-based similarity 
measurement model for retrieving discharge summaries 
and tried to retrieve similar discharge summaries.  A 
discharge summary consists of sentences that have an 
attribute, one of clinical cycle consisting of 
"observation", "diagnosis" and "therapy". The model 
understands a discharge summary as continuation of 
"observation", "diagnosis" and "therapy", and measures 
similarities based on the context between the documents. 
This paper evaluated the model in two retrieval 
processes, a matching process and a ranking process. 
There was not so much difference in a matching process 
between the model and a vector space model that 
measures similarities by a number of kinds of words 
included in two compared documents. In contrast, the 
proposed model was superior to the vector space model 
in a ranking process. This paper concluded that the 
context-based model should be adapted with the vector 
space model executed fast for effective retrieval system. 
 
 
1. Introduction 
 

The use of electronic patients’ record systems has 
been realized in many hospitals. Such systems make it 
easier to retrieve information than referencing paper 
records and medical documents have been pooling. 

With the pooling of medical documents, Natural 
Language Processing has been getting important to 
analyze the pooled documents in order to produce 
fruitful knowledge and findings. 

One of fruitful adaptations of Natural Language 
Processing to medical documents is document retrieval 
system to find out patient records of similar phenomena 
to a patient under treatment. Clinicians can refer 
previous patients with similar syndromes by giving a 
patient record of the patient under treatment as a query 

for the system. Browsing similar records, doctors may 
confirm his medical process to go through, and residents 
can find overlooked issues. 

However similar document retrieval system does not 
work properly in general. In informatics, relevance 
feedback was tried to improving retrieval performance 
[1] and utilizing metadata or annotations as human 
knowledge has been tried to make an improvement [2]. 
In contrast, full use of characteristics of medical 
documents may result in efficient similar document 
retrieval system for medical documents. 

In this article, we exploit characteristics of medical 
documents for efficient similar document retrieval 
system. The characteristics are as follows. 

 Medical documents mostly consist of medical 
descriptions. 

 Medical documents have clinical cycles. 
The first feature gives certain limitation of 

vocabulary to explain a certain phenomena. Thus, 
introduction of medical term dictionaries should make 
similarity analysis easier on the contrast of general 
documents. So we introduce a medical term dictionary 
that we developed. Additionally, the first feature gives 
medical documents a certain manner of writing 
reflecting clinical process itself. As shown in second 
feature, clinical process is performed in cycle-wise, the 
document itself has a certain resemblance to basic 
clinical cycle. So, we introduce analysis to find out 
"clinical cycle" from given medical documents to make 
resemblance more clearly. The clinical cycle is 
comprised of three attributes: “observation”, “diagnosis” 
and “therapy” [3]. A doctor makes observation of his 
patient and he uses the observation to make diagnosis. 
He provides therapy according to his diagnosis. And his 
therapy leads to next observation. Therefore, similarities 
of documents are considered related to context of 
medical documents. We propose a context-based 
similarity measurement model for retrieving similar 
medical documents. The proposed model classifies 
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segments of medical documents into observation, 
diagnosis and therapy exploiting a statistical learning 
technique, a SVM (a Support Vector Machine), and a 
statistical measure, TF (Term Frequency) / IDF (Inverse 
Document Frequency). And the proposed model finds 
context of each document based on the classifications 
and measures context-based similarities between 
documents. 

The proposed model is evaluated in two experiments 
because similarities between the documents are referred 
to in a matching retrieval process and a ranking retrieval 
process. The experiments compare the proposed model 
and a vector space model that is used generally to 
measure similarities or is exploited to classify documents 
[4]. The results validate effectiveness of similar medical 
document retrieving system that exploits the proposed 
model. 
 
2. Materials 
 
2.1. Retrieval medical documents 
 

Retrieval medical documents are medical history data 
and clinical process data of discharge summaries 
described by MML (Medical Markup Language) [5], 
which is an XML-based language and a medical 
information exchange format. Discharge summaries are 
for doctors to share patient medical records with other 
doctors or co-medical staff. Discharge summaries must 
be summarized frankly and briefly to share essential 
knowledge. Because of this characteristic, discharge 
summaries may be regarded as knowledge source. 
Figure 1 shows an example of a discharge summary. 

In this article, retrieval medical documents are 
composed of <mmlSm:history> items and 
<mmlSm:clinicalCourse> items, which are medical 
history data and clinical process data respectively.  

Medical documents are not always described by 
MML. For example, HL7 [6] is one of the other 
representative XML-based languages to describe 
medical records. But diverse data such as medical 
history data and clinical process data should be 
described by natural language as elements of each XML-
based language because of its diversity. Therefore, the 
methods in this article do not depend on MML. 
 
2.2. Japanese morphologic analysis 
 

Word boundaries are not clear in non-segmented 
languages such as Japanese and Chinese. In such 
languages, the morphological analyzer of the 
corresponding non-segmented language must identify 
word segmentation. 

To identify word segmentation in Japanese, a 
Japanese morphological analyzer needs dictionaries for 
guidewords and parts of speech. Furthermore, since 
medical documents have a lot of medical terms, the 
analyzer must use medical dictionaries to deal with 
medical documents. We add medical dictionaries [7] that 

have extracted medical terms from some kinds of 
medical documents such as the Merck Manuals [8] to 
ChaSen [9], the major Japanese morphological analyzer. 

ChaSen exploits dictionaries for guidewords and 
parts of speech and Japanese syntax. For example, nouns 
can follow adjectives. In actuality, it is difficult to 
identify word segmentation because of complexity of 
Japanese. 

 

 
 
Figure 1. An example of a discharge summary 
 
2.3. A SVM 
 

A SVM is a statistical learning technique. Boser, 
Guyon and Vapnik proposed a SVM [10]. A SVM finds 
an optimal hyperplane separating training samples each 
of which is in vector space and has a positive or negative 
class. 

Let us define training data that can be separated 
(Figure 2). Training samples is (x1, y1), …, (xs, ys). xi is a 
feature vector of the i-th sample and an N dimensional 
vector. yi is the class label of the i-th sample and positive 
(+1) or negative (-1). s is the number of the training 
samples. A hyperplane is shown as follows. 
 

(1) 
 
w is an N dimensional vector and b is a variable. Under 
the conditions, a SVM solves the following problem. 
 
 

(2) 
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Figure 2. Training data that can be separated 
 

In practice, a SVM is not able to build the separating 
hyperplane when training samples cannot be separated 
linearly because of some noise data. In this case, a SVM 
relaxes the above conditions introducing variable ξi as 
follows. 
 
 
 

(3) 
 

C is a constant. 
In this article, we use Tiny-SVM [11], one of the 

most available SVMs. 
 
2.4. TF/IDF 
 

TF and IDF are measures of documents’ weights to 
retrieve documents with keywords. TF shows how many 
keywords are in a document. Behind this weighting is 
the fact that Luhn has described “a repeated concept is 
important” [12]. However, a word that is a generally 
high-frequency word is not important to characterize a 
document [13] and keywords’ weights have been needed. 

IDF shows a keyword’s weight that is calculated as 
follows. 

 
(4) 

 
idf(t) shows a weight of keyword t. N shows a number of 
retrieval documents. df(t) shows a number of documents 
that include keyword t. idf(t) is largest if only one 
document includes keyword t, and idf(t) is smallest if all 
documents include keyword t. TF/IDF is a measure that 
shows total value of IDFs of keywords included in a 
document. 
 
3. Methods 
 

The proposed model exploits a SVM and TF/IDF to 
label clauses of medical documents as observation, 
diagnosis and therapy. Exploiting the labels, the model 

can find clauses that have strong anteroposterior 
relations. Based on the relations, the model measures the 
similarities between the medical documents. 
 
3.1. ODT cycles 

The proposed model classifies clauses of medical 
documents into observation, diagnosis and therapy 
statistically. Observation, diagnosis and therapy are 
abbreviated as O, D and T respectively. Each of O, D 
and T is called an ODT element and a cycle of O, D and 
T is called an ODT cycle. We count one cycle if each of 
O, D and T is included only once. Figure 3 shows ODT 
cycles. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. ODT cycles 
 
3.1.1. Training sets. We make two kinds of training sets.  
A SVM should learn one kind of training sets. The 
training set is medical documents that are segmented by 
Japanese pause marks into clauses labeled as O, D and T 
correctly by personal and one clause may have two or 
three labels of O, D and T. Figure 4 shows an example 
of the training set. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. An example of the training set that a SVM 
should learn 
 

The other kind of training sets leads to TF/IDF. The 
training set is medical documents that are segmented by 
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personal into clauses and each clause is labeled by 
personal to have only one or no label. Figure 3 is also an 
example of the training set. 
 
3.1.2. Automatic classification utilizing a SVM. A SVM 
learns a training set that is segmented by Japanese pause 
marks into clauses each of which may have two or three 
labels of O, D and T. First, ChaSen, Japanese 
morphologic analysis, divides the training set into words. 
And the proposed model puts each clause into vector 
space each axis of which corresponds one noun or one 
verb, and vector values are numbers of the 
corresponding words. If a clause is “He caught a cold”, a 
value of axis “cold” is one. If a clause is “administering 
medicine A 50mg and medicine B 100mg”, a value of 
axis “mg” is two. 

The model needs three SVMs each of which 
determines whether clauses segmented a test set into by 
Japanese pause marks are O, D and T respectively. For 
example, a SVM determining whether a clause is O 
learns a training set labeled O as true data and learns a 
training set not labeled O as false data. And the SVM 
finds an optimal hyperplane separating true data and 
false data. Furthermore, ChaSen segments the clauses of 
the test set into words and the model puts each clause 
into the vector space. The SVM determines whether 
each clause is O or not utilizing the hyperplane. 

Three SVMs labeling the clauses of the test set, the 
clauses have no label, one label or two or three labels. 
The model erases clauses that have no label because it is 
not thought to be connected clinical information. Next, 
the model divides clauses that have two or three labels 
exploiting TF/IDF. 

The model uses the other kind of training sets that is 
segmented by personal into clauses labeled by personal. 
ChaSen divides the clauses of the training set into words 
and the model measures weight vectors of nouns and 
verbs. 

The number of weight vectors’ dimensions 
corresponds a number of classes. In this case, classes are 
O, D and T and a number of classes is three. The weight 
vector for word t is shown as follows. 

 
(5) 

 
Value Vt,c corresponding class c is found as follows. 
 

(6) 
 
tf(t,c) is a term frequency of t in c and idf’(t) is modified 
version of formula 4 and found as follows. 
 
 

(7) 
 
NoC is a number of classes and is three in this case. 
df’(t) is a number of classes including t. If only one class 
includes t, idf’(t) is highest. If all classes include t, idf’(t) 
is 0 and t is not thought to be available to classify 

clauses. While idf(t) of formula 4 shows a weight of a 
word to identify documents, idf’(t) of formula 7 shows a 
weight of a word to identify classes. Table 1 shows 
words rankings by values of weight vectors. The model 
divides clauses of a test set that have two or three labels 
using found weight vectors of words. 

The model identifies order of occurrence of classes in 
clause S. We assume that S is up to one cycle. ChaSen 
divides S into words and the model sets the nouns and 
the verbs of the words in order of occurrence in S. Let t1, 
t2, …, tm be the nouns and the verbs of the words in 
order of occurrence in S. Table 2 shows values of weight 
vectors corresponding t1, t2, …, tm. 

 
Table 1. Words rankings by values of weight vectors 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 2. Values of weight vectors corresponding t1, t2, 

…, tm
 
 
 
 
 
 
 
 
 
We assume that S is labeled as O and D. If S has other 
two labels or three labels, the model can follow the 
procedure below. 

Let Vti,O be the highest value in Vt1,O, Vt2,O, …, Vtm,O 
and Vtj,D be the highest value in Vt1,D, Vt2,D, …, Vtm,D. The 
model divides S in order of O, D if i < j, and the model 
divides S in order of D, O if j < i. If i = j, the model 
compares Vti,O  and Vtj,D, and the class of higher value is 
fixed. We assume that Vti,O is higher value. The model 
erases Vtj,D from Vt1,D, Vt2,D, …, Vtm,D, and let Vtj’,D be the 
highest value. The model divides S in order of O, D if i 
< j’, and the model divides S in order of D, O if j’ < i. If 
a number of classes is more than a number of words in S, 
the model regards S as having only labels corresponding 
words. 

A00514



Fixing order of classes in S, the model sorts the words 
into the classes. We assume that i < j. The model sorts t1, 
t2, …, ti into class O and tj, tj+1, …, tm into class D. And 
the model compares Vtk,O  and Vtk,D corresponding tk ( i < 
k < j ) and sorts ti+1, ti+2, …, tj-1 into a class 
corresponding higher value. 

The model made ODT elements each of which has 
some nouns and some verbs. However, ODT elements 
are not in strict order of O, D, T, O, D, T, … . The 
model modifies ODT elements. 

 Continued Os, continued Ds and continued Ts get 
together. 

 If a cycle lacks, for example, T follows O, the 
model regards D as existing between O and T. 

Figure 5 shows modified ODT cycles. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Modified ODT cycles 
 
3.2. Measuring similarities between medical 
documents 
 

ODT elements among one ODT cycle are related 
strongly because it is thought that O introduces next D 
and T, D leads next T and pulls out next O, and similarly 
T pulls out next O and D. Additionally, we can 
recognize flows of medical documents focusing Os, Ds 
or Ts respectively. For example, focusing Ds, we can 
recognize a flow of diseases such as a patient having 
cataract after having diabetes. So, the model regards 
anteroposterior relations among one ODT cycle and 
anteroposterior relations between Os, Ds or Ts. 

Let D1, D2 be compared documents. Let X1, X2, …, 
Xn1  (Y1, Y2, …, Yn2) be ODT elements in order of 
occurrence in D1 (D2). The model measures a similarity 
between D1 and D2 as follows. 
 

(8) 
 
 
The model finds simi(Xi, Xj, Yk, Yl) 0 if Xi, Xj, Yk and Yl 
do not meet following two conditions. 
1. Xi and Xj are in one ODT cycle and Yk and Yl are in 

one ODT cycle, or Xi and Xj have the same kind of 
labels and Yk and Yl have the same kind of labels. 

2. Xi and Yk have the same kind of labels and Xj and Yl 
have the same kind of labels. 

If above two conditions are met, the model finds simi(Xi, 
Xj, Yk, Yl) as follows. 
 

(9) 
 
C(Xi, Yk) (C(Xj, Yl)) is a set of words included in both Xi 
and Yk (in both Xj and Yl  respectively). idf(t) shows a 
weight of word t and formula 4 measures it. The less 
documents include t , the higher idf(t) is. 

Finally, the model corrects similarities by dividing 
them by squared numbers of words of comparative 
documents because similarities are dependent on sizes of 
documents. And so, similarities are not absolute values 
but relative values. A similarity of a medical document 
D1 compared to a medical document D2 is different from 
a similarity of D2 compared to D1. 
 
4. Evaluation 
 
4.1. Retrieval processes and evaluation method 
 

Retrieval processes consist of a matching process, a 
ranking process and a display process. Retrieving 
models find documents meeting queries in a matching 
process, and the models rank the found documents in 
optimality as results of retrieving in a ranking process. 
In a display process, the models display the results as 
users can recognize them easily. 

We evaluate the proposed model in a matching 
process and in a ranking process. The model determines 
whether each compared document is a similar document 
in a matching process. The model ranks similar 
documents in a ranking process. 

In an experiment 1, we see whether the model can 
retrieve medical documents of the same disease as each 
query document to evaluate the model in matching. In an 
experiment 2, we see whether the model can rank 
documents that a doctor determines very similar to each 
query document near the top of documents. 

A model compared to the proposed model is a vector 
space model that measures a similarity by a number of 
kinds of words included in two documents. The vector 
space model regards idf(t) of formula 4 as a weight of 
word t. The vector space model can consider TF, but the 
vector space model does not consider TF because the 
model got better results than the model considering TF. 
 
4.2. Experiment 1 
 

We evaluate the proposed model in a matching 
process. The proposed model and the vector space model 
measure similarities between the 100 reports. We 
evaluate how much percentage of reports that have the 
same disease as each query report the two models rank 
in the top 20. We suppose medical documents having the 
same disease should be matched by binary decision. 

Given 100 discharge summaries consist of 5 sets of 
20 reports, where each set corresponds to one of 5 
diseases: “type 2 diabetes”, “lung cancer”, “angina 
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pectoris”, “uterine fibroid” or “cerebral infarction”. 
Because certain diseases, such as type 2 diabets, may 
trigger other diseases, we selected reports to make given 
5 sets independent each other. 
 
4.3. Experiment 2 
 

We evaluate the proposed model in a ranking process. 
We choose 22 discharge summaries that have “liver 
cancer” as a disease name and have a doctor choose up 
to 3 reports compared to each report as similar 
documents available for clinical care. A doctor is able to 
choose no similar document. In this article, we do not 
make the doctor rank similar documents as he may not 
able to apply a single firm standard to judge resemblance 
of each pair of documents. Furthermore, while a doctor 
determines that document A is similar to document B, he 
may determine that B is not similar to A because B 
includes contents of A, but contents of A is not important 
to B. 

The proposed model and the vector space model 
measure similarities between the 22 reports and the 
models get 3, 2 or 1 points if the models rank the similar 
documents determined by a doctor first, second or third 
respectively. 
 
5. Results 
 
5.1. Experiment 1 
 

Table 3 shows results of experiment 1. 
 

Table 3. Results of experiment 1 
 
 
 
 
 
As a result, the proposed model gave 72.0 % while the 
vector space model gave 77.6 %. There was not much 
difference between the models and we saw that a 
number of kinds of words included in compared 
documents is important to retrieve documents that have 
the same disease name. 
 
5.2. Experiment 2 
 

A doctor determined that 18 reports of 22 have 
similar documents in the experiment 2 and a total 
number of similar documents is 44. 

Table 4 shows similarities compared to medical 
document 2 and table 5 shows similarities compared to 
medical document 10. 

Numbers of the first columns are numbers of 
compared medical documents and numbers of the 
second columns and the third columns are similarities 
given by the vector space model and the proposed model 
respectively. Similarities were highest when compared 
documents were query documents. The doctor 

determined that documents 9, 10 and 22 are similar 
documents to the document 2 and documents 2, 8 and 9 
are similar documents to the document 10. 
 
Table 4. Similarities compared to medical document 2 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 5. Similarities compared to medical document 6 
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As a result of the experiment 2, the proposed model 
gave 36 points while the vector space model gave 22 
points, and the proposed model could rank similar 
documents first, second or third for 13 documents 
(72.2% (13/18)). 
 
6. Discussion 
 

While the proposed model is not thought to be 
superior to the vector space model in a matching process, 
the proposed model is thought to be superior to the 
vector space model in a ranking process. The proposed 
model gave a good result in a ranking process. It shows 
that pursuing clinical processes is important to similar 
document retrieval for medical documents and the 
proposed model could pursue clinical processes unlike 
the vector space model and other models that measure a 
vector of each document. 

To construct similar document retrieval system for 
medical documents, the vector space model finds similar 
documents in a matching process because the model is 
executed fast, and the proposed model ranks found 
similar documents. 

Additionally Japanese different words having the 
same meaning were found in documents. The models do 
not consider the words, and because of it, the models 
were thought not to give good results in any cases. The 
models need structured medical terminology and need to 
understand relationships between medical terms. 
 
7. Conclusion 
 

We proposed the model that classifies clauses of 
medical documents exploiting SVMs and TF/IDF into O, 
D and T and measures similarities between medical 
documents utilizing the classes. We evaluated the 
proposed model compared to a vector space model used 
generally and concluded the proposed model is superior 
to the vector space model in a ranking process, which is 
one of retrieval processes. We showed feasibility of 
similar document retrieval system for medical 
documents that is executed fast and has high precision 
when the proposed model is adapted with the vector 
space model. 
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